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Figure 1: Usage Flowchart of Sonifork. (a) A chef uses our app to generate AI sounds. (b) Four chef-AI sound co-creation
workflows to generate AI sound. (c) A diner is using SoniFork to enjoy an auditory dining experience with each bite.

Abstract
Sound plays a crucial role in shaping eating experiences and sen-
sory perception. This has drawn increasing attention from the HCI
community to use sound as a means to enrich chefs’ culinary cre-
ativity. However, ownership over sound creation has remained with
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interaction designers or restaurateurs, overlooking how sound can
represent chefs’ authentic culinary expressions. With the advance-
ments of human–AI sound co-creation, contemporary AI models
allow users to modify various inputs (e.g., modality, parameters, and
weights) to generate creative outputs. This process closely mirrors
how chefs experiment with ingredients (e.g., combinations, propor-
tions, and layers) to craft curated dining experiences. This parallel
inspired us to explore the the opportunity for chefs to meaningfully
reconfigure the sound within their dishes, aligning the auditory
elements with their distinctive culinary vision. To demonstrate this,
we created SoniFork, a fork-like system with capacitive sensing
and sound-release capabilities, that lets chefs orchestrate real-time
auditory experience via its companion app at each bite. This work
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repositions sound design ownership within the kitchen, supporting
chefs’ culinary creativity through chef-AI sound co-creation.
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1 Introduction
In the evolving catering industry, culinary practitioners curate not
only the flavors of their dishes but also the entire dining experience.
Their creative expression, manifested through plating, temperature,
aroma, and meal pacing, deeply influences how people engage
with food. Yet, the potential of sound as a novel culinary resource
within this creative practice remains underexplored. Traditionally,
sound has been shown to play a crucial role in shaping eating
experiences [34], altering sensory perception [35], and influencing
eating behaviors [37]. These findings have sparked growing interest
within the field of Human-Food Interaction (HFI) [8, 9, 13, 29, 33,
42, 43, 51], where sound is increasingly being explored as a means
of enhancing culinary creativity [41, 42].

However, the production and arrangement of sound are typically
handled by stakeholders such as interaction designers [48] and
restaurateurs [4]. These stakeholders often need to invest consider-
able time in designing creative sound concepts and inventories for
practical deployment. This reliance on predefined auditory sources
constraints chefs in their creative process [26], reinforcing the
stereotype that they cook for themselves rather than for diners [50].
This observation highlights an opportunity to shift the ownership
of sound creation from these stakeholders to chefs, enabling a more
authentic representation of their culinary vision. Especially, the
advancements in AI capabilities are gradually narrowing the knowl-
edge gap between audio experts and novices (e.g., Chefs) [28, 31],
highlighting the potential of human-AI sound co-creation to further
enhance creative exploration. Thus, this paper makes the following
contribution: (1) an app integrated four chef–AI sound co-creation
workflows, enabling chefs to create personalized sounds that rep-
resent their culinary vision within a dish; (2) SoniFork system was
developed to enable chefs to transmit and adjust AI-generated
sounds in real time and transform diners’ unique eating behaviors
into dynamic auditory experiences. By sonifying diners’ embodied
interactions, the system supports chefs in crafting evolving sound-
scapes that reflect their culinary intent in each bite and enhance
the sensory depth of the dining experience.

2 Related Work
2.1 Auditory Interaction in Human-Food

Interaction
Sound elements in dining leverages crossmodal effects to enhance
or alter the perception of taste and texture [17], thereby reshaping
diners’ food experiences. Intrinstic sounds during eating (e.g., the
amplified, high-frequency “crunch” of a potato chip) can signifi-
cantly increase subjective evaluations of crispness and freshness
[39]. Meanwhile, environmental sounds can modulate perceptions
of flavour and mouthfeel: high-pitched music tends to enhance
sweetness, whereas low-pitched tones are more likely to accentu-
ate bitterness [36]. Inspired by these findings, the Human–Food
Interaction (HFI) community has progressively repositioned sound
from a “background soundtrack” to a responsive interaction de-
sign element. For instance, ’iScream’ employs capacitive sensing to
produce incongruent sonic responses to licking gestures, thereby
enhancing playfulness and engagement [49]. Moreover, several
studies showcased that auditory interactions can support mindful
eating or reduce snack consumption [30]. Weijen et al. [6] used
audible frequencies to drive liquid-surface patterns mapped to taste
categories, thereby enhancing taste perception through visual and
tactile cues and influencing texture perception, appetite, and enjoy-
ment. However, the dynamic role of sound within culinary practice
in shaping dining experiences remains underexplored. For example,
augmented-reality cooking assistants [40] combine visual and au-
ditory notifications (e.g., simulated bubbling) to guide cooking, yet
their emphasis largely remains on task completion and procedural
correctness rather than on chefs’ expression in orchestrating din-
ers’ sonic experiences. Then, Wang et al. [41, 42] collaborated with
chefs to explore links between food creation and sonic expression;
while sound enhanced their culinary creativity, limited musical ex-
pertise imposed a substantial music-design burden on chefs during
creation.

To bridge this gap, we present a chef–AI music co-creation work-
flow enabling chefs to orchestrate the soundscape of each bite
according to their authentic culinary intent.

2.2 Empowering Computational Creativity in
Culinary Practices via Human-AI Sound
Co-creation

Machine learning models have long been applied to music creation
[12, 44, 47, 52], from early approaches in symbolic music compo-
sition (e.g., MIDI) [19, 21] to more recent advancements in audio
generation [1, 7], continually driving the evolution of co-creative
music systems. Some systems are designed to collaborate with pro-
fessional musicians [23], offering precise control that aligns with
their creative goals. These systems often emphasize AI respon-
siveness to user input within well-specified creative constraints,
ensuring coherence between system behavior and the user’s intent
[2, 23, 25, 38]. In contrast, other systems respond to users’ contex-
tual cues or ambient behaviors, generating content that dynamically
adapts to the user’s evolving creative process [14, 15, 24]. These
sound co-creation approaches reflect a dynamic interplay of agency
between AI-driven and user-directed forms of creativity. This dis-
tinction is also evident in the culinary practices, where creative
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expression stems not only from standardized requirements (e.g.,
taste or ingredient preparation) but also from aesthetic improvisa-
tion, such as plating and culinary performance. The complexity of
chefs’ interactive intentions and needs invites a reconsideration of
how to meaningfully integrate AI’s computational creativity within
the culinary domain. Building on prior interaction modes from
human-AI sound co-creation, we propose that future chef-AI sound
co-creation should focus on the following four aspects:

AI autonomy in creativity. With the emergence of large-scale
generative models such as MusicLM [1] and Jukebox [10], AI-driven
sound generation has become increasingly autonomous, wherein
music emerges not as a direct response to human instruction, but as
a result of the system’s own generative structure. Researchers have
identified this model-led unpredictability as a source of creativity
[5]. In this context, chefs may fully delegate the auditory component
to the AI, aligning their culinary creation with the music produced
by the system. This approach is particularly well-suited for chefs
who lack a concrete auditory vision but are eager to integrate sound
into their gastronomic expression.

Context-responsive co-creation. Recent advancements in AI
have positioned it as a perceptual hub capable of interpreting non-
verbal signals for real-time and improvised sound generation. Mod-
els such as EMOPIA [22] enable emotion-driven music synthesis,
while various HCI studies have explored audio models that dynam-
ically respond to visual input [14], gestural cues [24], and real-time
dance choreography [15]. Thus, chefs can incorporate their culinary
context, such as the process or creative outcome, as input for sound
co-creation, facilitating a deeper sensory integration between food
creation and sound.

Audio-informed co-creation. Audio inputs inherently carry
rich musical information (e.g, genre, loudness, and tempo) enabling
a range of novel sound generative techniques, including tone trans-
fer [11], genre transformation [3], and the creation of harmonies
from existing audio [20]. As some chefs might demonstrate more
open-ended sonic intentions for their culinary presentations, this
approach allows them to generate soundscapes from musical pieces
or even from their own musical input (e.g., vocal humming), embed-
ding both their personal aesthetic and existing auditory art forms
into the overall dining experience.

Chef autonomy in creativity. Unlike exploratory or improvi-
sational co-creation, text-to-audio generation models such as Suno
[2] or Udio [38] enable users with musical sensibilities to craft
precise auditory outputs (e.g., music, sound effects) through ex-
plicit textual prompts. This approach is particularly suitable for
chefs who assume full authorship over the multisensory experience,
such as in omakase-style dining, where chefs determine both what
and how diners eat. In this context, the role of generative AI in
the co-creative process functions primarily as a responsive tool
that extends the chef’s creative intent, thereby facilitating a clear
conceptual mapping between sound creation and dish design.

In summary, our review of prior work reveals a knowledge gap
in sound-empowered culinary practices that could be addressed
through chef–AI sound co-creation. To explore this direction, this
paper proposes four co-creative processes (i.e., no input, visual
input, audio input, and textual input), each representing a distinct
creative role that empowers chefs to take ownership in orchestrat-
ing sonic dining experiences.

3 System Design
3.1 Design Considerations
We aim to map the interaction pathways for chef-involved audi-
tory interaction through practice-based, reflective design process
[16, 18, 27, 45, 46]. Therefore, we investigate two contrasting AI-
based music-generation paradigms (Figure 2): (1) Live, interactive
neural-audio processing: We deploy the RAVE model in Pure
Data to perform low-latency, continuously controllable transfor-
mations on uploaded audio. For example, texture/timbre morphing,
style transfer, and effects-like processing. (2) Large-model-driven
generative music: Using ComfyUI, we implement a text-to-music
workflow with Stable Audio that supports prompt-conditioned con-
trol over style, tempo/BPM, instrumentation, and timbre palette,
rapidly producing music clips with clear sectional structure. Espe-
cially, over the past two years, drawing on in-depth studies with
more than 40 chefs and 20 diners, together with our work in the
user community and design practice, we derive the following design
considerations:

Figure 2: Ai music generation approach engagement. (a) The
interface of pure data. (b) The interface of ComfyUI.

• DC1: Design chef-customized interfaces for creative agency:
Design the user interface specifically for chefs to move be-
yond a passive role in research and instead exercise creative
agency. The interface should let them orchestrate music and
system interactions in ways that align with their creative
culinary thinking, supporting rapid exploration and iterative
refinement.

• DC2: Design automated music generation aligned with
culinary intent: Chefs are not music-generation experts.
Our experiments with two paradigms revealed a trade-off:
the RAVE model affords improvised, performative experi-
ences but its expressivity is bounded by internal parameters
and input formats; Stable Audio, by contrast, enables direct,
text-driven musical output that more closely captures chefs’
intent. Combining these strengths suggests multi-modal
workflows (e.g., jointly conditioning on audio, images, and
text) to express implicit design ideas.

• DC3: Design diner-controlled interactions for dining
engagement: Although diners appreciated “sonic food,” trig-
gering fixed sound files solely through eating actions can
reduce their perceived control. Drawing on real-time, re-
sponsive music generation from RAVE model, the design
could benefit from a data-driven sonification approach in
which diners’ dining signals drive adaptive musical changes,
enabling bidirectional interplay with chefs’ compositions.

• DC4: Design instrumented tableware to strengthen the
diner–food bond: Create diner-specific interactive table-
ware that activates only upon meaningful contact with food,
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preserving the inherent diner-food connection. Explore sens-
ing designs and fabrication (e.g., 3D-printed components,
hybrid sensors) that are food-safe, minimally intrusive, and
robust in service environments.

3.2 Development of SoniFork System
SoniFork is a utensil equipped with capacitive sensing capabilities
to detect diners’ eating states. We designed the system to be as
compact and universal as possible, mounting it on the end of a
stainless steel spoon to avoid interfering with the eating process.
The hardware includes an ESP32-S3, an Audio Breakout, a mini
speaker, and a battery. We also developed a companion app that en-
ables chefs to compose and orchestrate AI-generated music in real
time (DC1), which can then be transmitted to SoniFork through
WIFI to augment the dining experience (Figure 3). Additionally,
variations in capacitance are mapped to dynamic sound representa-
tions through our custom sonification algorithm, creating real-time
audio feedback that responds to diners’ interactions (DC3).

Figure 3: Prototyping process of SoniFork: (a) feasibility test-
ing on a breadboard; (b) final prototype on a stainless-steel
fork; (c) assembly within a 3D-printed enclosure; (d) a par-
ticipant uses SoniFork to eat pickled ume, triggering audio
feedback.

3.3 Sound Creation Workflow Design
Based on ComfyUI and the Stable Audio model, we designed four
interaction workflows to represent chefs’ culinary voices through
AI-generated sound (DC2): non-input, visual input, audio input, and
textual input. These modes reflect varying degrees of user control
over the AI in this co-creative process (Section 2). The dynamic vari-
ation in agency afforded by these workflows offers diverse ways for
chefs to express their culinary creativity, ranging from inspiration-
driven exploration to precise control. Meanwhile, to accommodate
the fact that chefs are not typically sound design experts, we also
offer an optional integrated AI agent that polishes chefs’ initial in-
put related to their dishes into a more effective prompt (e.g., genre,
BPM, mood, instrument types), thereby maximizing the generative
model’s performance.

4 Design Reflection and Application Scenarios
Chef–AI sound co-creation reduces barriers for chefs without for-
mal music training, enabling personalized sonic expression of culi-
nary intent. SoniFork enables sound exploration in non-specialist
settings, offering a practical route for flavor adjustments and cre-
ative ideation. For example, an AI-driven image-to-music workflow
maps a dish’s visual features to auditory representations, construct-
ing correspondences between culinary concepts and sound. There-
fore, building on SoniFork, we outline three scenarios illustrating

how chefs can use music to shape diners’ experiences: (i) modu-
lating the pace of eating, (ii) opening imaginative space, and (iii)
influencing taste perception.

Scenario 1: Modulating Emotion through Musical Rhythm.
Chefs can create musical rhythms aligned with distinct emotional
states. For example, fast-paced and cheerful melodies may accom-
pany lively meals, encouraging a sense of energy and social en-
gagement, whereas slower and more melancholic tones may align
with solitary or reflective dining contexts. By dynamically adjusting
rhythmic structure, the system enable chefs to reshape diners’ emo-
tional experience, extending food consumption into an emotionally
co-regulated activity between chefs and diners.

Scenario 2: Immersive Natural Soundscapes in Dining. The
co-creation workflow in SoniFork also supports vivid environmen-
tal sound effects, enabling chefs to augment dishes with enhanced
dining soundscapes that facilitate diners’ dining association. For
example, interactions can trigger birdsong, ocean waves, or rustling
leaves, situating diners in an imagined natural setting [32]. By evok-
ing environmental context, the system can promote relaxation and
focus, thereby supporting mindful dining. This scenario highlights
SoniFork’s potential for experiential dining, transforming everyday
eating into a multisensory and contextually immersive experience.

Scenario 3: Crossmodal Influence on Taste Perception. Lever-
aging crossmodal effects between sound and taste, chefs can use
SoniFork to deliver auditory stimuli that modulate gustatory per-
ception. In this application, sharp, high-pitched tones may be paired
with foods to enhance perceived sourness, whereas low, resonant
tones can intensify sweetness or a sense of richness. This approach
expands the expressive latitude of culinary practice: taste is shaped
not only during cooking but also dynamically evolved through the
act of eating.

5 Conclusion and Limitations
In this paper, we presented the SoniFork system and its accompa-
nying app, featuring four chef–AI sound co-creation workflows.
This system empowers chefs to take ownership of sound design,
allowing them to curate, shape, and generate dynamic soundscapes
that evolve in response to diners’ eating process. We articulated the
design and implementation of this co-creative process. In future
work, we plan to conduct a field study to investigate user experi-
ences and derive design implications for creating AI-empowered
interactive systems that enrich chefs’ culinary creativity.
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A Appendix: Description of the Prompting
Framework

You are an AI-powered assistant designed to help chefs generate
audio that complements their culinary creations. Chefs will provide
abstract descriptions of their dishes, ingredients, and inspirations,
and your role is to translate these descriptions into simple and
structured prompts optimized for Stable Audio’s AI model. Your
only task is to convert the chef’s dish description into a concise,
structured prompt following a fixed format.

Instruction Guidelines: 1. Understanding Chef Inputs Chefs will
describe their dish using ingredients, cooking techniques, cultural
references, moods, and themes. Inputs may be abstract, such as
"warm and comforting like a grandma’s soup" or "sharp and edgy
like a spicy Thai curry." Your task is to analyze their intent and map
it to an appropriate audio style.

2. Strictly follow this format for output: Format: [Band/Solo] |
Genre: [Main Genre] | Subgenre: [Optional] | Instruments: [Key In-
struments] | Moods: [Emotions] | BPM: [Tempo] | Style: [Ambiance]
Do not include any additional details, explanations, or breakdowns.
Keep it concise—each field should contain no more than 3-5 words.
Omit the "Atmosphere" field—only use the required structured for-
mat.

3. Converting Inputs into Audio Descriptors For each chef’s
description, extract key elements and structure them into a well-
defined prompt format that includes: Genre: (e.g., Jazz, Lo-fi, Or-
chestral, Ambient, Nature Soundscape, Traditional Folk) Sub-genre:
(if applicable, e.g., "Minimalist Piano," "Ethereal Ambient," "Tribal
Drumming") Instruments: (e.g., Soft piano, deep bass, ethnic percus-
sion, strings, synthesizers) Moods: (e.g., Warm, Nostalgic, Exciting,
Mysterious, Playful) BPM (Tempo): (e.g., Slow for a relaxing dish,
Upbeat for energetic foods) Styles: (e.g., "Fine Dining Elegance,"
"Street Food Vibes," "Homecooked Comfort") Atmosphere: (e.g.,
"Rainy evening in a small Parisian café" for a French dish)

4. Refinement and Enhancement (1)Expand vague descriptions
from the chef (e.g., “sweet”→ “warm, soft pianomelody”). (2)Ensure
a well-rounded prompt covering music genre, instruments, and
emotional tone. (3)Adjust BPM to match the intended pace of the
dining experience. (4)If input is too simple, add enriching details
(e.g., environmental sounds, specific instruments).

5. Example: (1) Chef’s Input: “A bold and fiery Mexican taco
with smoky chipotle and fresh lime.” Generated Prompt: Genre:
Latin | Subgenre: Mexican Percussion Groove | Instruments: Congas,
Acoustic Guitar, Brass Stabs | Moods: Bold, Vibrant, Lively | BPM:
120 | Style: Street Food Energy

(2) Chef’s Input: “A delicate truffle risotto, creamy and luxurious,
with deep umami flavors.” Generated Prompt: Format: Band | Genre:
Orchestral Jazz | Instruments: Soft piano, upright bass, smooth
saxophone | Moods: Elegant, Warm, Rich | BPM: 85 | Style: Fine
Dining Sophistication

(3) Chef’s Input: “A slow-cooked beef stew, hearty and comfort-
ing, like a warm hug.” Generated Prompt: Format: Solo | Instru-
ments: Acoustic Guitar, Harmonica, Soft Drum Brushes | Moods:
Cozy, Nostalgic, Earthy | BPM: 70 | Style: Country Folk

(4) Chef’s Input: “A deconstructed dessert—unexpected, playful,
and futuristic.” Generated Prompt: Format: Band | Genre: Experi-
mental Electronica | Instruments: Glitch Synths, Digital Harp, Re-
versed Strings | Moods: Playful, Mysterious, Evolving | BPM: 110 |
Style: Avant-Garde
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